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ABSTRACT
The rapid growth in the development of healthcare infor-
mation systems has led to an increased interest in utilizing
the patient Electronic Health Records (EHR) for assisting
disease diagnosis and phenotyping. The patient EHRs are
generally longitudinal and naturally represented as medi-
cal event sequences, where the events include clinical notes,
problems, medications, vital signs, laboratory reports, etc.
The longitudinal and heterogeneous properties make EHR
analysis an inherently difficult challenge. To address this
challenge, in this paper, we develop a novel representation,
namely the temporal graph, for such event sequences. The
temporal graph is informative for a variety of challenging
analytic tasks, such as predictive modeling, since it can cap-
ture temporal relationships of the medical events in each
event sequence. By summarizing the longitudinal data, the
temporal graphs are also robust and resistant to noisy and
irregular observations. Based on the temporal graph repre-
sentation, we further develop an approach for temporal phe-
notyping to identify the most significant and interpretable
graph basis as phenotypes. This helps us better understand
the disease evolving patterns. Moreover, by expressing the
temporal graphs with the phenotypes, the expressing coef-
ficients can be used for applications such as personalized
medicine, disease diagnosis, and patient segmentation. Our
temporal phenotyping framework is also flexible to incor-
porate semi-supervised/supervised information. Finally, we
validate our framework on two real-world tasks. One is pre-
dicting the onset risk of heart failure. Another is predicting
the risk of heart failure related hospitalization for patients
with COPD pre-condition. Our results show that the di-
agnosis performance in both tasks can be improved signifi-
cantly by the proposed approaches. Also, we illustrate some
interesting phenotypes derived from the data.
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1. INTRODUCTION
With the rapid development of computer software and

hardware technologies, various kinds of healthcare data, in-
cluding patient Electronic Health Records (EHR), research
and development data in pharmaceutical companies, vital
information captured from wearable devices, and even social
media data from online health forums and websites are be-
coming more and more available. Effective mining of those
data to get actionable insights is now a hot research topic
and the “data driven healthcare” is believed to be an emerg-
ing trend for improving the quality of care delivery [1, 18].

Patient EHRs [8], defined as systematic collection of pa-
tient health information in electronic form, is one of the ma-
jor carriers for conducting data driven healthcare research.
However, there are various challenges if we work directly
with EHRs, such as sparsity, noisiness, heterogeneity, bias,
etc [7]. To address these challenges, before going into the
stage of detailed applications, we should first do electronic
phenotyping, which is basically a feature extraction process
transforming the raw EHR data into clinically relevant fea-
tures [7, 22]. There has been quite a few existing electronic
phenotyping works. For example, Ho et al. [6] proposed
a tensor factorization based approach for high throughput
phenotyping. Lasko et al. [13] proposed a deep learning
method for obtaining phenotypes from lab value signals.
Kale et al. [9] applied deep learning to discover the phys-
iomes from the physiological streams obtained in Pediatric
Intensive Care Unit (PICU). Zhou et al. [29] proposed an op-
timization based technology for discovering the phenotypes
within which the raw medical features have similar evolving
patterns. For all these works, the authors either define a
phenotype as some evolving pattern on the values of a spe-
cific medical feature (e.g., lab test or physiological stream),
or a group of medical features (e.g., diagnosis, medication
or both). Another important type of phenotype is the tem-
poral pattern across different medical features. The existing
approaches on temporal phenotype identification are mostly
based on sequential pattern mining [4, 23] or temporal ab-
straction [21, 24, 25]. One major challenge for these method-
ologies working on EHRs is phenotype explosion, which is the
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phenomenon that too many phenotypes are identified from
the patient EMR corpus with improper support threshold.
One could try to solve this problem by increasing the sup-
port threshold value used by sequential pattern mining but
the mined phenotypes are then typically trivial. Therefore
there is an urgent need on an effective way to identify a
reasonable number of clinical meaningful phenotypes.

One cause of pattern explosion for traditional approaches
is the sequence based representation: the patient EHRs are
so complicated and the high variability within which gener-
ates a huge number of sequential patterns when the support
threshold is relatively lower. In this paper, we propose a
novel graph based representation for patient EHRs, where
the EHRs of every patient is represented as a graph. The
nodes in the graph are the medical events (i.e., diagnosis,
medications, lab tests, etc.). The edges encode the tem-
poral relationships among the events in the EHRs of the
corresponding patient. Every edge points from an event to
another event that took place later in time. A weight will
also be associated with each edge, which reflects the average
duration between the two events in EHRs. A basis learn-
ing framework is then developed to identify the temporal
phenotypes that can be used to compose all those temporal
graphs. We present several concrete instantiations of such
framework and validate its effectiveness on a real-world EHR
data warehouse both quantitatively and qualitatively.

It is worthwhile to highlight the following aspects of the
proposed graph based framework:

• The framework represents patient EHRs as temporal
graphs. Comparing to sequence based representation,
such temporal graph is more compact, which makes the
downstream phenotyping procedure more efficient.

• With graph representation, the detected phenotypes
are subgraphs instead of subsequences. Each subgraph
is a natural aggregation of a set of subsequences. This
effectively alleviates the pattern explosion problem while
at the same time retains the interpretability of the
mined phenotypes.

• The framework is flexible. We provide concrete in-
stantiation examples of such framework in a complete
unsupervised scenario, as well as in scenarios where
we incorporate expertise knowledge as semi-supervised
and supervised regularizers.

• The framework is validated on a real-world EHR data
warehouse under two clinical scenarios. One is early
detection of Congestive Heart Failure (CHF). The other
is hospital readmission prediction of CHF patients with
Chronic Obstructive Pulmonary Disease (COPD) pre-
conditions. Both of them are important clinical prob-
lems that have been widely studied in medical research.

2. RELATED WORK
This section reviews the existing work on electronic phe-

notyping and temporal knowledge representation, which are
closely related to the research proposed in this paper.

2.1 Electronic Phenotyping
Genotype and phenotype are two basic concepts in biol-

ogy and medicine. Genotype is the genetic makeup of a
cell, an organism, or an individual usually with reference to
a specific characteristic under consideration, which encodes

an organism’s full hereditary information. Phenotype is an
organism’s actual observed properties, such as morphology,
development, or behavior. The systematic description of
phenotype variation has gained increasing importance since
the discovery of the causal relationship between a genotype
placed in a certain environment and a phenotype. Accu-
rate phenotyping has the potential to be the bridge between
studies that aim to advance the science of medicine (such
as a better understanding of the genomic basis of diseases),
and studies that aim to advance the practice of medicine
(such as phase IV surveillance of approved drugs) [26].

Electronic phenotyping refers to the process of identify-
ing phenotypes from patient EHRs, which, in the word of
data mining, is the procedure of extracting clinically rel-
evant features. There are some existing electronic pheno-
typing works. For example, Ho et al. [5, 6] formulates the
patient EHRs as tensors, wherein every mode represents a
specific type of medical event. The entries in the tensor en-
code the interaction of those features (e.g., the frequency of
a medication and a primary diagnosis). Then they proposed
a tensor factorization based approach for identification of
the phenotypes. Zhou et al. [29] formulates EHRs as tem-
poral matrices with medical events as one dimension and
time as the other dimension. They propose an optimiza-
tion based technology for discovering the phenotypes within
which the raw medical features have similar time-evolving
patterns. Lasko et al. [13] proposed a deep learning method
for obtaining phenotypes from continuous lab value signals,
where they first adopted Gaussian process regression to im-
pute the missing lab test values. Kale et al. [9] applied deep
learning to discover the physiomes from the physiological
streams obtained in Pediatric Intensive Care Unit (PICU).
For all these works, they either define a phenotype as some
evolving pattern on the values of a specific medical feature
(e.g., lab test or physiological stream), or a group of medi-
cal features (e.g., diagnosis, medication or both). They did
not consider the temporal relationships across different med-
ical events, which could be crucial as it suggests important
information on the impending disease conditions.

2.2 Temporal Knowledge Representation
Knowledge representation from temporal data is a hot re-

search topic in data mining. A lot of research has been done
along this line. In general temporal data can be categorized
as either continuous or discrete. For knowledge representa-
tion of continuous time data, one of the most popular ap-
proaches is to transform the multivariate continuous time
series into discrete symbolic representations (string, nom-
inal, categorical, and item sets). Popular approaches in-
clude Piecewise Linear Approximation (PLA) [12], Adaptive
Piecewise Constant Approximation (APCA) [10], Symbolic
Aggregate approXimation (SAX) [16], Piecewise Aggregate
Approximation (PAA) [11], etc. One can refer to [16] for a
survey on these approaches.

For knowledge representation of discrete time series data,
Mörchen et al. [19, 20] proposed the Time Series Knowl-
edge Representation (TSKR) as a pattern language (gram-
mar) for temporal knowledge discovery from multivariate
time series and symbolic interval data, where the tempo-
ral knowledge representation is in the form of symbolic lan-
guages and grammars that have been formulated as a means
to perform intelligent reasoning and inference from time-
dependent event sequences. More recently, Wang et al. [28]
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proposed a convolutional framework to extract temporal sig-
natures in discrete time data using the Temporal Event Ma-
trix Representation (TEMR), which is shown to have wide
applicability to a variety of data and application domains
that involve large-scale longitudinal data.

The temporal graph we propose in this paper provides an
alternative way to represent the temporal knowledges con-
tained in discrete time data. The temporal graphs capture
temporal structures hidden in the sequences in a more com-
pact way, where the nodes in the graph are events in the
EHR and the directed edges encode the temporal relation-
ships between pairwise events. In the temporal graph, the
events missing in patient EHRs will not appear, and the
repeated pairwise events with the same ordering will only
appear once. With this representation, the temporal graph
is robust and resistant to sparse, noisy, and irregular ob-
servations. Moreover, this representation is very intuitive
and highly interpretable, because one can easily understand
the temporal relationships among different medical events in
patient EHRs. Another advantage is that with graph based
representation, the detected phenotypes (or patterns) will
also be in the form of graphs, which can be viewed as a na-
ture aggregation of sequential patterns. In this way, we can
effectively alleviate the pattern explosion problem.

3. METHODOLOGY
In this section we will introduce the details of our tem-

poral graph based framework for phenotype identification
from patient EHRs. First we present the basic definition of
temporal graph and how it is constructed.

3.1 Temporal graph construction
Suppose we have a set of event sequences {sn : n =

1, · · · , N} where N is the number of sequences. Each event
sequence is denoted by sn = ((xnl, tnl) : l = 1, · · · , Ln)
where Ln is the length of sn. In other words, we can ob-
serve event xnl at time tnl in the sequence sn. We let the
events xnl ∈ {1, · · · ,M} and tnp ≤ tnq, for all p < q. We
have one example of the medical event sequences of potential
patients in Figure 1. With the observed event sequences, in-
spired by Liu et al. [17], we construct the following temporal
graph for each sequence sn:

Definition 1 (Temporal graph). The temporal graph
Gn of sequence sn is a directed and weighted graph with our
event set as its node set {1, · · · ,M}, where the weight of the
edge from node i to node j is defined as

Wn
ij =

1

Ln

∑
1≤p≤q≤Ln

[xnp = i ∧ xnq = j]κ (tnq − tnp) , (1)

where κ(·) is a non-increasing function.

Note that κ(·) is a non-increasing function, thus the more
often events i and j appear close to each other in sn, the
higher the Wn

ij is. In this paper, we use the exceedance of the
Exponential distribution to construct the temporal graph:

κ(δ) =

{
exp(−δ/r) δ ≤ ∆

0 δ > ∆
(2)

In other words, we compute a smaller edge weight for a larger
time interval δ, when δ ≤ ∆. Otherwise, we ignore the event
pairs when the events happened with a time interval δ larger
than the threshold ∆.

In Figure 2, we present the temporal graph of the event se-
quence in Figure 1. In the sequence, we have 6 observations
of 4 unique events. We show the interval between event-
happening timestamps along the ordered edge between the
observations. In the graph, we use the edge width to sig-
nify the weighted computed with the input sequence. As
can be seen, the parameters ∆, r control the locality of the
edge computation in the temporal graph. Namely, a larger r
captures the similarities among events in a longer temporal
range, and potentially increases the connectivity of the tem-
poral graph. A small r only considers closely adjacent sym-
bols as similar, and makes the temporal graph more spread.
In the extreme case when r approaches infinity, Wn becomes
an almost constant matrix, since all appearing event pairs
will be fully and equally connected.

The parameters (∆ and r) can be selected according to
the application. For example, if there is little correlation
between events happened with a time interval larger than
3 months, then we can let ∆ = 3 months. The scaling
parameter r can also be empirically set to be the average
time interval between consecutive events. In the example,
we use ∆ = 3 months and r = 5 days. In our empirical study
on real-world EHR data warehouse, we optimize r based on
the phenotyping performance in specific applications.

Diagnosis A Medication B
1 day

Lab Test C
1 week

Diagnosis D

4 month

Medication B
1 day

Figure 1: One example of medical event sequence of one
subject (potential patient).

A

B

C

D

Figure 2: The temporal graph of event sequence in Figure 1.

3.2 Temporal phenotyping
With all the constructed temporal graphs, we want to

identify the temporal phenotypes that can be used to best
explain the observations. Our idea is to compute the graph
basis as the temporal phenotypes which can be used to re-
construct the observed temporal graphs. In Figure 3, we
have one simplified example, where we have three graph ba-
sis, and one observed graph can be expressed as the average
of the first two basis. In practice, we do not know the basis
in the beginning, and our temporal phenotyping is exactly
the process identifying the unknown graph basis with the
observed temporal graphs.
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Figure 3: Example of temporal phenotyping.

We call the resultant graph basis as temporal phenotypes,
since they are derived from the temporal graphs, and the
temporal phenotypes capture evolving patterns of the health
conditions hidden in the event sequences. To be specific,
suppose we have constructed the temporal graph Gn for each
sequence sn, and Gn is associated with the adjacency weight
matrix Wn ∈ RM×M . To reconstruct Gn, we assume there
are K graph basis Bk ∈ RM×M for k = 1, 2, · · · ,K, which
can be used to approximate the adjacency matrix Wn:

Wn =

K∑
k=1

AnkB
k,

where A ∈ RN×K is the matrix of reconstruction coefficients.
To compute the optimal graph basis and the reconstruction
coefficients, we minimize the total reconstruction error:

J (A,B) =
1

2

N∑
n=1

‖Wn −
K∑
k=1

AnkB
k‖2F , (3)

where ‖ · ‖F is the matrix Frobenius norm.
To make the solutions more interpretable, we also consider

two constraints on the reconstruction coefficients in A and
the graph basis Bk for k = 1, 2, · · · ,K. The first constraint
is about the non-negativity, i.e., Bk ≥ 0 for all k, since our
original temporal graphs are non-negative. The second con-
straint requires A ≥ 0 and

∑
k Ank = 1, for n = 1, · · · , N ,

which make the rows of A to be valid multinomial distribu-
tion. In this way, we can quantify each patient by the tem-
poral phenotypes with probabilities which can be in turn
used for personalized medicine, patient segmentation, and
disease diagnosis.

3.3 Regularization

As we introduced earlier, the reconstruction coefficients in
A can be used for a various of applications. In particular, for
the medical diagnosis application, our goal is to derive infor-
mative features to improve the diagnosis performance, i.e.,
the classification of control/case groups for the patients. To
this end, we extend the temporal phenotyping for temporal
graphs with regularization Ω(A) ≥ 0:

J (A,B) =
1

2

N∑
n=1

‖Wn −
K∑
k=1

AnkB
k‖2F + λΩ(A), (4)

where λ ≥ 0 is the parameter controlling the degree of reg-

ularization. In the following, we propose several regulariza-
tions as Ω(A) to incorporate additional knowledge on the
patients under study.

3.3.1 Similarity based regularization

In the first case, we have limited supervision [2] such as
implicit similarity links between patients who are from the
same group (case or control). We can encourage the linked
patients to have similar phenotyping representations in A
using the following regularization:

Ω(A) =
1

2

∑
n1,n2

1

2
‖An1 −An2‖

2Sn1n2 ,

where S ∈ RN×N > 0 is symmetric matrix encoding the
similarity information. Note that, when S is asymmetric,
we can just equivalently replace S with (S + S′)/2 without
changing Ω(A). It follows that Sn1n2 = Sn2n1 and

Ω(A) =
1

2
tr(A′LA), (5)

where L = D− S and D is the diagonal degree matrix such
that Dnn =

∑
n′ Snn′ . Note that, some rows/columns of S

may be completely zero if we do not have knowledge about
the corresponding patients, e.g., the instances in the test set.

3.3.2 Model based regularization

In the second case, we have access to the group informa-
tion of the patients. We let Yn = 1 if the n-th patient is
from the case group and Yn = −1 if the patient is from the
control group. With the explicit label information, we can
define the regularization Ω(A) directly with a discriminative
model Pr(An, Yn|H):

Ω(A) = − 1

|L|
∑
n∈L

log Pr(An, Yn|H), (6)

which is termed as average log-loss in the literature. Here,
L is the training set where we have label Yn for n ∈ L.

One particular choice for the discriminative model we can
use for the case/control classification of patients is the logis-
tic regression:

Pr(An, Yn|H) =
1

1 + exp(−Ynf(An))
,

where the linear model:

H : An 7→ f(An) = AnΘ + θ

and (Θ, θ) are parameters in the model H. It follows that

log Pr(An, Yn|H) = − log(1 + exp(−Ynf(An))).

In addition to the log-loss for probabilistic model, other
loss terms can also be used with the linear model H. We
consider the hinge loss for (An, Yn):

loss(An, Yn|H) = max{0, 1− Ynf(An)},

and the general model based regularization:

Ω(A) =
1

|L|
∑
n∈L

loss(An, Yn|H). (7)
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3.4 Implementation

We give the implementation of the regularized temporal
phenotyping problems, since the un-regularized problems
are special cases with λ = 0.

3.4.1 Similarity based regularization

We iteratively solve A and B for the temporal pheno-
typing (Equation 4) with the similarity based regularization
(Equation 5). When updating A with B fixed, we adopt the
projected gradient descent approach. Specifically, we have
the gradient of A:

∂J
∂A

= A〈B ⊗B〉 − 〈W ⊗B〉+ λ · LA,

where we define 〈B ⊗B〉 ∈ RK×K such that

〈B ⊗B〉k1k2 =

M∑
i=1

M∑
j=1

Bk1ij B
k2
ij ,

and similarly, 〈W ⊗ B〉k1k2 =
∑M
i=1

∑M
j=1 W

k1
ij B

k2
ij . With

the gradient of the current solution A, we update

A← projsplx(A− α∂J
∂A

),

where projsplx(A) projects each row An of A to the simplex
such that Ank ≥ 0 and

∑
k Ank = 1. The step size α is

selected using the Armijo rule, such that

1

2
tr(∆〈B⊗B〉∆′) +

λ

2
tr(∆′L∆) + (1− σ) tr((

∂J
∂A

)′∆) ≤ 0,

where ∆ = projsplx(A − α ∂J
∂A

) − A. A common choice of σ
is 0.01 [15].

With A fixed, we can update the basis Bk for all k simul-
taneously, but in an element-wise manner. To be specific,
for any event-pair (i, j), 1 ≤ i, j ≤M , we can update all Bkij ,
1 ≤ k ≤ K at the same time, with the following subproblem:

min
B∗ij

1

2

N∑
n=1

(Wn
ij −

K∑
k=1

AnkB
k
ij)

2.

This subproblem is exactly non-negative regression fitting
the data An∗ with dependent variable Wn

ij for 1 ≤ n ≤ N .
Note that, the updating process of different event-pairs (i, j)
in graph basis are independent to each other during this
optimization step, and the M2 subproblem can be solved in
parallel.

3.4.2 Model based regularization

We have three sets of parameters A, B and (Θ, θ) in the
temporal phenotyping (Equation 4) with the model based
regularization (Equation 6). First of all, the updating of B
with A and (Θ, θ) fixed is the same non-negative least square
regression problem presented in Section 3.4.1. Second, when
updating A with B and (Θ, θ) fixed, we note that the rows
of A are independent to each other during this optimization
step, and thus we optimize each of them separately or in
parallel. For the n-th row An, if n /∈ L, the problem reduces
to constrained least square regression to minimize ‖Wn −∑K
k=1 AnkB

k‖2F subject to An ≥ 0 and
∑
k Ank = 1. This

can be solved using the same projected gradient descend
approach presented in Section 3.4.1 (with L = 0).

For the updating of An if n ∈ L, we have the gradient:

∂J
∂An

= An〈B⊗B〉−〈Wn⊗B〉− λ

|L|Yn
1

1 + exp(Ynf(An))
Θ′.

In this case, the general Armijo rule for selecting step size
α to update An ← projsplx(An − α ∂J

∂An
) is:

J (An + ∆n)− J (An) ≤ σ〈 ∂J
∂An

,∆n〉,

where ∆n = projsplx(An − α ∂J
∂An

)−An.

For the updating of (Θ, θ) in the log-loss regularization,
we optimize:

min
Θ,θ
− 1

|L|
∑
n∈L

log Pr(An, Yn|H) +
1

2C
‖H‖2,

where ‖H‖2 = ‖Θ‖2 + θ2. This is just the logistic regression
modelling with training data {(An, Yn)|n ∈ L}.

To implement the hinge loss regularization in Equation 7,
in comparison with Equation 6, the only differences dur-
ing the whole updating process happen when updating An
for n ∈ L and updating (Θ, θ). To update An for n ∈ L,
since the hinge loss is non-differentiable, we take the general
proximal gradient optimization approach. Specifically, we
optimize:

min
An∈R1×K

1

2
‖Wn−

K∑
k=1

AnkB
k‖2F+

λ

|L| loss(An, Yn|H)+splx(An),

where splx(An) = 0 if
∑
k Ank = 1 and Ank ≥ 0, splx(An) =

∞ otherwise. This formulation involves a sum of convex
differentiable term and convex non-differentiable regulariza-
tions, which make the problem non trivial. Fortunately, the
proximal gradient optimization approach can help if we can
easily compute the proximal operators for each of the regu-
larizations separately. The general proximal operator proxR
for a convex regularization R at a point P is defined as:

proxR(P ) = arg min
Q

1

2
‖P −Q‖2 +R(Q).

It follows that

proxτ loss(An) = An + Yn proj[0,τ ](
1− Ynf(An)

‖Θ‖2 )Θ′,

proxsplx(An) = projsplx(An).

where proj[0,τ ](α) =


α α ∈ [0, τ ]

0 α < 0

τ α > τ

. With the proximal

operators, we present the algorithm updating An in Algo-
rithm 1. For the step size α in the algorithm, we apply the
line search with the Armijo rule:

1

2
〈∆n〈B⊗B〉,∆n〉+(1−σ)〈An〈B⊗B〉−〈Wn⊗B〉,∆n〉 ≤ 0,

where ∆n = Aendn −Astartn is the difference between the end
value and the start value of An during each repeat.

To update (Θ, θ) in the hinge loss regularization, the ob-
jective is to optimize:

min
Θ,θ

1

|L|
∑
n∈L

max{0, 1− Yn(AnΘ + θ)}+
1

2C
‖H‖2,

where ‖H‖2 = ‖Θ‖2 + θ2. This is exactly the SVM learning
with training data {(An, Yn)|n ∈ L}.
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Algorithm 1 The algorithm updating An for n ∈ L with
hinge loss regularization

1: Initialize An
2: repeat
3: An ← An − α(An〈B ⊗B〉 − 〈Wn ⊗B〉)
4: An ← An + Yn proj[0,α λ

|L| ]
( 1−Ynf(An)

‖Θ‖2 )Θ′

5: An ← projsplx(An)
6: until Convergence

4. EMPIRICAL EVALUATION
In this section, we evaluate the effectiveness of our tempo-

ral phenotyping approach on both synthetic data and real-
world patient Electronic Health Record (EHR) data ware-
house. We first introduce the results on synthetic data.

4.1 Synthetic Data
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Figure 4: Examples of the synthetic data. Every sample is a
50x50 matrix generated by convex combination of the basis
in Figure 5. The combination coefficients are first generated
from uniform distribution within [0,1] and then normalized.

In this part, we randomly generate a set of nonnegative
square matrices as the weighted adjacency matrices of the
temporal graphs, and the main goal is to test the whether
the phenotype identification process introduced in Section 3
can find the correct basis. The graph size are all 50x50.
Figure 4 illustrates some sample adjacency matrices. Every
graph is constructed by a random convex combination of
the seven basis shown in Figure 5. Each basis is composed
by a 50x50 background noise matrix with entries uniformly
distributed in [0, 0.1], plus several 10x10 foreground matrices
with entries uniformly distributed in [0, 1]. The combination
coefficients for every sample are also randomly generated
from [0, 1] and then normalized. We generated 1,000 samples
in total.

We first validate our approach in a qualitative way, i.e.,
whether the method proposed in Section 3.2 can identify the
correct basis, and we set the number of basis to 7. Figure 6
demonstrates the basis obtained by our algorithm. By com-
paring them with the true basis in Figure 5, we can see that
they exactly match on the foreground patterns. There are
only slight differences on the background noise.

We also tested the effectiveness of our approach quanti-
tatively, where a binary label is associated for each of the
1,000 samples in the following way. We generate a seven
dimensional decision vector, and every sample is also rep-
resented by the seven dimensional combination coefficient

vector. The inner product between the decision vector and
the coefficient vector will be the decision score for every
sample, and the mean score over all 1,000 samples is used
as the threshold. For any sample with score larger than the
threshold will be assigned with label +1, otherwise they will
be assigned with label -1.

We apply the different temporal phenotyping methods in
Section 3 to learn the graph basis as well as the combination
coefficients, and the coefficient vector will be used as the
learned representation of every sample. We then randomly
partition them into training and testing sets and use Support
Vector Machine (SVM) to perform the prediction task (Note
that, for supervised temporal phenotyping, the classification
model H is already learned). This problem could be very
difficult because both the ground truth coefficient vectors
and decision vector are randomly generated. We use three
measures to evaluate the prediction performance:

• AUC: area under the classification Receiver Operating
Characteristic (ROC) curve.

• AUPR: area under the classification Precision-Recall
(PR) curve.

• ACC: accuracy, i.e., ratio of true predictions.

Table 1 reported average and standard deviation of the
classification performance of different approaches over 10-
fold cross validation, where “Graph” is the baseline method
that directly stretches the graph adjacency matrices as vec-
tors for classification. The four methods under “Temporal
Phenotyping”are the different versions of our proposed algo-
rithms in Section 3, where “Un” is the unsupervised method
in Section 3.2, “Sim” is the method with similarity based
regularization in Section 3.3.1, “Logit” and “Hinge” are the
approaches with logistic and hinge loss regularizations in
Section 3.3.2. From the table we can observe that: (1) basis
based representation can achieve better classification perfor-
mance than plain graph based representation; (2) supervised
phenotyping generally produces better results.

4.2 Real-World EHR Data Warehouse
In this part, we studied the effectiveness of our proposed

approaches on a real-world EHR data warehouse including
the records of 319,650 patients over 4 years. We use the
diagnosis information of the first three digits of ICD-9 and
the medication information in terms of drug ingredients to
construct the EHR sequences. The temporal graphs are con-
structed from those sequences according to Definition 1. We
will study the following two specific scenarios:

One-Year Hospitalization Prediction We identify a set
of 430 Congestive Heart Failure (CHF) patients with
Chronic Obstructive Pulmonary Disease (COPD) pre-
condition. Among them 100 are hospitalized within
one year after CHF confirmation, the rest 330 patients
are not. The goal is to make use of the records 360 days
prior to the CHF confirmation date to predict whether
the patients will be hospitalized or not within one year
after CHF confirmation. The graphical illustration of
this setting is in Figure 7.

Early Prediction of CHF We first identify a set of 1127
case patients who are confirmed with Congestive Heart
Failure (CHF), and then construct a set of 3850 group
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Figure 5: The basis for generating the synthetic data. Every base is a 50x50 matrix. The background noise are with values
randomly generated from uniform distribution in [0,0.1]. The foreground blocks are 10x10 with values generated from uniform
distribution in [0,1].

Figure 6: The basis learned by our algorithm without any regularizations. By comparing them with the basis in Figure 5 we
can see they exactly match on the foreground patterns. There are only slight differences on the background noise.

Figure 7: Experimental setting of hospitalization prediction.

Figure 8: Experimental setting of CHF early prediction.

matched controls. For every patient, we set an opera-
tion criterion date, which is the CHF confirmation date
for case patients, the last day in our database for con-
trol patients. We then trace back from the operation
criterion date, hold off the records with in the predic-
tion window (180 days), and use the records in obser-
vation window (360 days) for analysis. The graphical
illustration of such setting is in Figure 8.

case 

Beta-lactam Cardiotonics 

Pulmonary Disease 

Glucocorticoids 

Asthma 

Congestive Heart Failure 

Antibacterials Sulfonamides 

(a) Case instance.

control 
Anti-inflammatories 

Glucocorticoids 

Pulmonary Disease Asthma 

Angiotensin Inhibitors 

Congestive Heart Failure 
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Antianginal Agents 

Mineral Replacement 

Laxatives 

(b) Control instance.

Figure 9: Temporal graph examples of a case and control
patient in hospitalization prediction data.
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(a) Case instance.
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(b) Control instance.

Figure 10: Temporal graph examples of a case and control
patient in CHF prediction data.

In our experiments, the temporal graphs are constructed
from the patient EHRs in observation window. Figure 9
and Figure 10 show example temporal graphs of case and
control patients for both data sets, where similar as in Fig-
ure 2, we use thicker edges to denote stronger weights (which
suggests shorter intervals). We tested the different strate-
gies introduced in Section 3 to learn the temporal pheno-
types. The composition coefficients for every patient will be
used as their vector representations for the prediction task.
For comparison purpose, we also implemented the following
baselines:

Aggregated Vector Representation (AVR) This method
just counts the frequency of every medical event (diag-
nosis or medications) in each patient’s EHR sequence.
Each patient will be represented by a vector with the
size equal to the number of distinct medical events.
Those counts will be the values on the vector in their
corresponding dimensions.

Bag-of-Pattern in Sequences (BPS) This method runs
a standard sequential pattern mining algorithm to de-
tect frequent patterns from those EHR sequences, and
then combine all frequent patterns to form a pattern
repository. Every patient will be represented as a vec-
tor with dimensionality equal to the size of the pattern
repository. The value on a specific dimension will be
the frequency that pattern appeared in the EHR se-
quence of the corresponding patient.
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Metric Graph
Temporal Phenotyping

Un Sim Logit Hinge

AUC 0.78±0.05 0.82±0.02 0.79±0.02 0.84±0.01 0.81±0.02
AUPR 0.64±0.04 0.71±0.02 0.72±0.05 0.76±0.01 0.74±0.03
ACC 0.87±0.08 0.87±0.01 0.89±0.04 0.89±0.02 0.89±0.01

Table 1: The classification performance over 10-fold cross validation on synthetic data.

Data Metric AVR BPS TES
Temporal Phenotyping

Un Sim Logit Hinge

CHF

AUC 0.70±0.03 0.69±0.04 0.67±0.02 0.71±0.02 0.69±0.03 0.72±0.01 0.72±0.04
APR 0.41±0.05 0.52±0.06 0.37±0.04 0.62±0.01 0.60±0.04 0.65±0.01 0.62±0.03
ACC 0.76±0.02 0.77±0.08 0.77±0.02 0.77±0.02 0.78±0.02 0.79±0.01 0.80±0.04

Hospitalization
AUC 0.56±0.11 0.67±0.05 0.65±0.06 0.73±0.08 0.71±0.10 0.73±0.06 0.69±0.10
APR 0.32±0.09 0.58±0.13 0.38±0.07 0.64±0.04 0.65±0.15 0.67±0.12 0.64±0.16
ACC 0.65±0.11 0.75±0.05 0.73±0.08 0.76±0.07 0.80±0.07 0.79±0.04 0.77±0.05

Table 2: The classification performance over 10-fold cross validation on two real-world data sets.

Temporal Event Signatures (TES) This method imple-
ments the temporal signature mining algorithm pro-
posed in [28], which identifies the temporal patterns
in patient EHRs via a constrained optimization pro-
cedure. The patients will still be represented by the
bag-of-pattern representation as in the BPS method.

After the vector based representation for every patient is
derived, we then adopt Support Vector Machine (SVM) to
perform prediction. Similar as in the study on synthetic
data, the classification performance is measured by AUC,
AUPR, and ACC, and these measures are averaged over 10-
fold cross validation. As there are some parameters in our
methods, we adopt a greedy method to choose the optimum
values of them. Basically we first construct the temporal
graphs using the unsupervised method, and the locality con-
trolling factor r is tuned with cross validation on the predic-
tion results using the constructed graph. Then the number
of basis K is tuned based on the prediction results with un-
supervised phenotyping. Finally the tradeoff parameter λ
for regularized phenotyping methods is tuned with r and K
fixed. In both studies, we set ∆ = 90, i.e., 3 months, as both
are chronic disease scenarios. In the following, we document
details on choosing r and K.

4.2.1 Tuning Locality Scaling Parameter r

−5 −4 −3 −2 −1 0 1 2 3 4

0.66

0.68

0.7

log10(r)

A
U

C

Figure 11: The AUC of graph features with different band-
width r. Averaged with 10 runs of 10-fold cross validation.

In order to tune the locality scaling parameter r, we first
stretch the graph adjacency matrix into a long vector to

represent the patients, then we perform prediction with 10-
fold cross validation on each r = r = 10[−5:1:5) and select
the best. The results are shown in Figure 11, from which we
can see r = 0.1 gives the best performance AUC=0.705.

4.2.2 Tuning the Number of Phenotypes K
With r fixed to 0.1, the next step is to select the optimal

number of phenotypes. We vary the number of basis K
from 10 to 500, and perform unsupervised phenotyping as
in Section 3.2. The composition coefficients for every patient
will be used for prediction and we show the AUC averaged
over 10-fold cross validation in Figure 12 with different K
values. From the figure we can see that K = 50 gives the
best AUC=0.717. One phenomenon we can observe from
the Figure is that the AUC cannot always increase when we
increase the number of phenotypes.
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Figure 12: The AUC of phenotyping representations with
different number of basis. Averaged with 10 runs of 10-fold
cross validation.

4.2.3 Results Summary and Discussion
A summary with the quantitative results with parameters

chosen in the ways described above is provided in Table 2.
From the table we can observe that:

• Representation with our proposed methods can achieve
better prediction performance compared to those base-
lines, which suggests the effectiveness of the proposed
graphical scheme.
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Figure 13: Example of temporal phenotypes of hospitalization prediction data. The number following a drug name indicates
the strength of the drug, i.e., it is used to treat CHF of which stage. The three digits in the parentheses correspond to the
first three digits of ICD-9.
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Figure 14: Example of temporal graph basis of CHF prediction data. The three digits in the parentheses correspond to the
first three digits of ICD-9.

• Regularized phenotyping generally produces better re-
sults because they utilize supervision information. This
observation is also consistent with what we had on the
synthetic data.

In addition to the quantitative results, we also present
three phenotypes with largest magnitude of the average com-
position coefficients for each data set in Figure 13 and 14
respectively. In Figure 13 of all three phenotypes we can
clearly observe: the drug hubs for treating CHF such as di-
uretics, beta blockers, ACE inhibitors; drug hubs for treat-
ing COPD such as glucocorticoids and bronchodilators; dis-
ease hubs that is related to CHF, such as CHF and dyslipi-
demia; as well as COPD disease hubs including pulmonary
disease and asthma. One interesting observation is that on
both phenotype II and III, there is an isolated pattern from
opioid analgesics long acting to short acting. Opioid anal-
gesics is used to relieve severe pain. The transition from
long acting to short acting may suggest the patients’ con-
dition deteriorates. In Figure 14 phenotype I we can see
three hubs in the middle, nutritional disorders, hypertension
and complications. Hypertension is highly correlated with
CHF [14], and nutrition disorders may also lead to CHF [27].
Also CHF is a complicated chronic disease and it may cause
severe complications. Phenotype II is a single-hub struc-
ture with major symptoms in the center, which suggests the

clinical pathway starts from some checking (major symp-
toms found). One interesting finding is that the transition
from major symptoms to hypertension and heart arrhyth-
mias are shorter than other diseases and drugs, and both
of them are high risk factors for CHF (for the role of heart
arrhythmia one can refer to [3]). Phenotype III is with heart
arrhythmia in the center, other disorders distributed around
it. Thus this represents a clinical pathway originated from
heart arrhythmia, which is highly correlated with CHF.

5. CONCLUSION
In this paper, we proposed a novel graph based representa-

tion for patient EHRs, which encodes distinct medical events
as well as their temporal relationships. Compared to tradi-
tional sequence and matrix based representations, graphs
are more compact and intuitive. We presented several ap-
proaches to identify interesting temporal phenotypes based
on such graph based representation, and validated their ef-
fectiveness on both synthetic and real-world data sets.
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